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'NCS vs. ONC

Establishing The RPC

Network Computing

Mechanism

By BrRAD HArRISON

Slated for distribution with HP-UX by
year-end, Apollo’s Network Computing
System (NCS) is coming on strong. With
more than 180 licensed vendors, and NCS-
based applications swarming onto the mar-
ket, the nearly three-year-old system is fi-
nally developing the momentum required to
achieve the status of an industry standard.

But a battle is imminent. Sun Microsys-
tems, Apollo’s long-time arch rival in the
workstation world, says it has the standard
—not Apollo. The Open Network Comput-
ing (ONC) services available from Sun —
which include its wildly successful Network
File System (NFS) — offer the same func-
tionality, according to Sun, and have en-
joyed far greater commercial acceptance.

Both systems are based on the concept of
a Remote Procedure Call (RPC), by which
an application or procedure running on one
system executes a procedure on another
system. This concept is the logical final link
to making the “network is the computer”
model become real: programs, whether
they’re written by applications or systems
programmers, execute across the network in
the same way as they would on a stand-alone
computer, but offer the programmer direct
access to the rich variety of resources avail-
able on the network.

*“Apollo had the chance to adopt an indus-
try-standard RPC when it was implementing
NFS on its systems,” said Lou Vompo, a
product marketing specialist at Sun. “Unfor-
tunately, they chose to develop their own.
Now we have two RPCs out there.”

On the other hand, “Sun developed a
primitive RPC mechanism when it was
developing NFS,” said Nathaniel Mishkin, a
chief architect of NCS at Apollo. “Sun has
since tried to generalize that mechanism to
handle a variety of network services. They
were under pressure to announce something
after we announced NCS in February of
1987.” Sun announced the competing ONC
services in June of 1987, though NFS had
been available for licensing since late 1984.

The White Paper
Apollo’s Mishkin authored a paper titled
“Apollo NCA and Sun ONC: A Compari-
son” in February of this year. Apollo has
made the paper available to the industry-at-
large, and it has become known as “The
White Paper.” In it, Apollo delineates the

ONC, and concludes that ONC offers far less
performance and functionality, is more diffi-
cult to work with, and is tied to its roots in the
TCP/IP world rather than offering the porta-
bility of NCS.

“The White Paper is pure opinion,” said
Sun’s Vompo. “And nearly all of the techni-
cal criticisms are based on an old version of
ONC.It’sreally kind of shocking that Apollo
is sending this thing out to everybody —
especially the press.”

“ing files down to the record level from a

large, centralized storage array.

At DEXPO in 1986, DEC announced
Local Area VAXclusters (LAVcs) to tie its
MicroV AXes together. Sun and Apollo had
both been working on their similar technol-
ogy to advance their workstation product
lines, but DEC was the first to offer such a
full-featured, complete package. LAVcs °
provide common VMS boot nodes, file shar-
ing across the network from any node’s local

Stalking the VAX
Regardless of their differences in opin-
ion, Sun and Apollo have succeeded in their

computer. Their common roots in the work-
station world, where co-existence with other
makes and types of computing equipment is
a fact of life, drove them both in the same
direction. Because of the capabilities they
have brought to market, the need for a com-
plicated software conversion is no longer
required to add a machine to a network or to
upgrade to a more powerful machine. Users
may now simply “plug in” new systems and
utilize their processor cycles immediately.
The idea, however, is not new. DEC has
been the champion of this approach with its
VAX/VMS platform, upon which any appli-
cation will run whether the system be a
VAXstation or a large multi-user VAX sys-
tem. “Migration” in the VAX environment is
a simple matter of connecting a bigger VAX
to the network, and moving existing VMS
applications to it. VAXes can even be “clus-
tered” under VMS, which means that they
may share common disk space, booting the

technical differences between NCA and | same copy of the operating system and shar- | is usually posted within seconds regardless
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A program consists of a variety of modules — or procedures — that, under NCS,
are executed on separate machines. Programs are thus distributed across the
network in such a way that the various procedures make maximum use of existing
resources. Procedures may be “shared” Ly other procedures — a shared
procedure is indicated In the figure by a tiiangle in the upper right-hand corner.

common goal of making the network the | sharing among applications.

disk, and complete application portability.
Missing was the ability to mix in machines
from other vendors, as well as true processor

With NCS and ONC, Apollo and Sun
have now both caught up. Featuring mul-
tivendor support and a sophisticated proces-
sor sharing capability, ONC and NCS are
leaving LAVcs behind.

Evolution in Network Computing
Network computing has thus seen a dra-
matic change over the past several years.
Until recently, it has involved three basic
functions: file transfer, terminal emulation,
and mail. None of these functions has re-
quired truly high-performance networks.
Simple file transfer merely dumps a file
across the wire, hopefully fairly quickly.
Terminal emulation simply needs to keep up
with the user, who responds in fractions of a
second rather than in the milliseconds or
even microseconds at which network pack- !
ets are transferred. And mail delivery is of
course at the system’s convenience, which
doesn’t present any problems since the mail
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of how burdened a network might be.
But now, as the network does in fact
become the computer, many functions which
used to occur within the computer are occur-
ring between nodes across the network. Most
importantly, RPCs are replacing local func-
tion calls within a program, and system func-
tions like memory paging and swapping for
diskless workstations are being provided by
server nodes. These functions must occur
within microseconds. And, of course, the
ability for transparent file sharing (where

1 is being used in many installations to in-

crease performance and functionality for
certain classes of applications.

For example, at Rohm and Haas Com-
pany of Philadelphia, a manufacturer of spe-
ciality chemicals, a program used by chem-
ists to display and rotate molecules was
ported toa 1-MIPS Apollo workstation from
an IBM MVS-based mainframe, where it
had been developed. Shockingly, on the
workstation the program required more than
an hour of CPU time to draw any
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However, according to Dave Morse,a |). X
networks marketing manager at HP, co-

The interfaces between NCS clients and
servers are described using C-like code
that is compiled into C code by the NIDL
compiler. This NIDL code specifies an
interface called bank that calls a remotable

existence is an equally feasible alterna-
tive. “Of course,” said Morse, “NCS is
the way to go, but that won’t affect NFS.
Noone’s trying tokill NFS.” HP, accord-

ing to Vompo at Sun, is the largest dis-
tributor of NFS in the world. “I don’t
think HP is necessarily trying to decide be-
tween the two,” he said.

Indeed, Morse seemed to favor co-exis-
tence. “Our customers are combining stan-
dards on their networks. NCS complements
NFS. We'd prefer if Sun would see it that
way, t00.”

Nitty Gritty

The remainder of this article provides a
technical description of NCS, noting where
it — at least for now — differs from ONC.
All information was derived from company
literature, The White Paper, and interviews
with technical personnel at Sun and Apollo.

In a large network of workstations, there
will nearly always be a substantial amount of
idle processor power available. The problem
is how to collectively harvest it. The key
force driving development of NCS was the
recognition that the engineer’s productivity
would be greatly improved if he were able to
utilize these wasted cycles to make his appli-
cations run faster.

NCS was originally conceived of as a
system to automatically partition a program
and distribute it across the network. It would
thus provide the user with optimized appli-
cation performance, given current network
utilization. Complete realization of this goal
is still several years away, but already NCS
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procedure called $deposit.

molecule composed of more than 50 atoms.
This was, of course, unacceptable.

Using NCS, programmers re-partitioned
the FORTRAN program so that the bulk of
the program’s mathematical operations were
executed as subroutines on a network min-
isupercomputer. Chemists now interactively
display and manipulate chemical structures
with no delay.

Anotherexample applicationis arealtime
data acquisition productcalled RTNode from
Obsidian Computers in Cambridge, Mass.
RTNode is implemented as a network of
workstations collecting data over the net-
work from a variety of data acquisition de-
vices. Under NCS, the workstations run
common procedures on embedded micro-
processors in the data acquisition devices.

Apollo is currently at work on extensions
to NCS that will make it more appealing to
the financial marketplace. These enhance-
ments include outfitting the system with
database development and implementation
tools, and support for the languages nor-
mally found in business environments.

Installing NCS

NCS has been licensed by Apollo to
companies including DEC, IBM, Sun and
Cray. A license allows the vendor to market

(See NCS, next page)
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(Continued from previous page)

the NCS Network Interface Definition
(NIDL) compiler, the run-time code, and a
distributed application called the location
broker. All components are written in C, so
are easy to port to new systems. NCS is
protocol independent, though Apollorecom-
mends that it be implemented directly on top
of a simple datagram protocol like Internet
Protocol (IP), which simply provides the net-
work-level services of addressing, routing,
and packet fragmentation and reassembly.
To use a higher-level protocol like Trans-
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must be TCP. If ONC RPCs are imple-
mented at the datagram level, no mecha-
nisms exist to ensure that they are handled
appropriately.

The NCS run-time environment imple-
ments the basic RPC mechanism. It inter-
faces to and supports the network protocols
in use and passes and catches datagrams. It
handles data representation and conversion,
whereby data received/sent from/by a client
or server is reformatted to match the com-
puter’s native data types. It opens and closes
communications sockets (similar to files).
The run-time environment shields the pro-
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In designing NCS Is structured to be system-independent and easy to use.
NCS, Apollo was Implementing stubs, tte designers masked the differences
very careful to en- between procedures executing remotely and those executing

sure maximum per- 1ocally.

formance in all respects. NCS eliminates the

overhead of any operation that, in certain
circumstances, imposes an additional bur-
den on the network for no good reason. For
example, NCS distinguishes between calls to
idempotent and non-idempotent RPCs. An
idempotent procedure is one that may be
executed more than once without side ef-
fects, such as simple mathematical calcula-
tions; on the other hand, a non-idempotent
procedure has significantconsequences, such
as to the data in a file update operation. NCS
ensures that the calling program carefully
tracks the progress of non-idempotent opera-
tions, whereas this overhead is eliminated if
the program has made a call to an idempotent
procedure. By handling special cases such as
these, Apollo has built maximum perform-
ance into NCS without burdening the pro-
grammer.

InONG, if non-idempotent procedure calls
are to be carefully tracked, the protocol used

grammer from the details involved in ena-
bling his programs to make RPCs, and causes
procedures to appear as though they were
being called locally.

Akey performance issue for the run-time
environment is how it goes about converting
data to native machine data formats. Sunand
Apollo differ sharply here. Sun, with its .
external data representation (XDR) model,
has dealt with the problem by what’s known
as the canonical approach: data is converted
to a common format for transmission across
the network, then reconverted by the target
machine into its native data types. This proc-
ess works especially well in a multi-vendor
environment because all nodes act on the
data in a common way.

Apollo disagrees with this approach be-
cause conversion is required even if the two
machines have the same architectures, and |
has opted instead to send data in the format

(See NCS, page 36) '
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(Continued from page 24)

of the source machine with the data thus
identified; it’s then up to the target to refor-
mat the data stream according to the formats
of the data types it uses.

But this requires the target to have the
capability of converting many different na-
tive formats intoits native data types. If there
are many different types of machines on the
network, the ability to make the conversion
could require substantial system resources.
Yet Apollo claims that the overhead of two
conversions — especially when no conver-
sions are necessary — is worse, This is
probably the most important — and stickiest
— areas of the NCS vs. ONC debate.

The location broker is a distributed appli-
cation that tracks where all procedures are
located on the network. When a client pro-
gram makes an RPC, it actually invokes the
location broker, which then returns the ad-
dress of the server most suitable to execute
the call. Under NCS, clients make no refer-
ences to specific machines. It is thus object-
oriented in its binding method, as opposed to
forcing the programmer to become involved
with physical addresses on the network
(though he may in fact specify a given ma-
chine, as described below). Servers “list”
their procedures with the location broker,
and keep the broker updated on available
resources.

Sun’s counterpart to the location broker
in ONC is known as Yellow Pages. In The
White Paper, Apollo criticizes ONC for not
having the same dynamic functionality as
the location broker, that Yellow Pages needs
frequent tinkering by a network administra-
tor to keep up with activity on the network. In
addition, Apollo claims that ONC doesn’t
really treat RPCs as objects, but forces the
programmer to be more concerned with ac-
tual locations of network resources. Sun
claims it has recently made significant im-
provements to Yellow Pages so that it now is
capable of the same functionality and per-
formance as the location broker, and that its
binding methods are now as object-oriented

as NCS’s. (See NCS, next page)
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(Continued from previous page)
Programming Under NCS

As shown in Figure 1 (on page 22), a
typical application program is composed of
several modules. A main module is imple-
mented to call the major components of the
program, which may in turn call their com-
ponent modules. In FORTRAN, these mod-
ules are subroutines. In C, they’re functions.
Pascal supports functions and procedures,
the difference being that a function may
return a single value where a procedure may
returnmany values. Under NCS, all modules
are referred to as procedures, and the calls
that occur between modules are interfaces.

According to the tenets of structured
programming, a programmer attempts to
break his problem into sub-problems, each
of which may be solved separately using a
procedure. The interfaces between the re-
sulting modules are the data types and data
structures passed back and forth.

UnderNCS, the programmer is confronted
with more options for procedure partitioning
than when he was running his program on a
single machine. Now he must physically
pass entire arrays, trees and lists of data
between machines, since procedures don’t
have access to common memory. Whereas
before he may have broken his program into
modules according to logical division of
program operations, he must now consider
data transfer vs. compute time, and which
machines on the network might be more ap-
propriate than others for certain procedures.
NCS supports some parallel synchroniza-
tion tools so that RPCs can be made in paral-
lel to increase application performance.

In many cases the programmer will not be
starting from scratch, but will draw on proce-
dure libraries that specify the procedures
available across the network. It makes no
difference what language these procedures
were coded in, but they must be able to
properly operate on the data types provided
by the client in the procedure argument lists.

Using NIDL, the programmer must de-
velop the code that specifies the interface for

- each of the client-server pairs he has written
- (seeFigure 2 on page 23). In the example, (1)
- defines the universal unique identifier

- (UUID) by which this interface, bank, is

known. UUIDs are fixed-length (128-bit)
identifiers that are formed by combining the
network address (with protocol suite num-
ber) of the system making the UUID and its
the currenttime. Every interface has aunique
UUID. When the location broker is pre-
sented with a UUID it return the address of a
server that has registered with the location

Continued.... 37 I

 broker to handle operations for the specified |

object. The client then makes its RPC to that
server.

(2) declares the interfaces upon which
this interface is dependent. The import state-
ment is similar to the #include statement in
C, except that the named interface is not
physically compiled with this interface. The
importer may refer to the data types and
constants referred to in that interface. (3)
defines data types for the interface with
typedef (again, as in C), and (4) defines the
operation itself. Here, interface bank calls
remotable procedure $deposit.

The NIDL compiler supports three types
of binding: explicit binding, whereby the
NIDL specification states exactly which host
to use; implicit binding, whereby the loca-
tion broker checks to see where the proce-
dure is available for execution by the RPC;
and automatic binding, which is used if a
client program needs to access different hosts
at different times using the same RPC.

Once he has appropriately coded his pro-
cedures and their NIDL interface specifica-
tions, the programmer uses a file transfer
utility to move the source code to the ma-
chines where it will be used. He separately
compiles the NIDL descriptions using the
NIDL compiler, which produces C source
code. This source code is then compiled with
a C language compiler, producing the stubs

that interface the client and server proce-
dures to the NCS run-time environment. The
process is illustrated in Figure 3 (page 24).

The process of program development
under both NCS and ONC is complicated
compared to writing programs that will run
on a single machine. Sun and Apollo both
claim that many improvements are on the
horizon. The issue of which complier is
better — NIDL or Sun’s Remote Procedure
Call Language (RPCL) compiler — is an-
other area of debate, and is probably best
addressed by programmers in the field using
the products, though they are relatively few
at this point.

But applications for both NCS and ONC
are showing themselves daily. Most network
functions are based on the concept of an RPC
in one form or another, and as RPCs become
easier 0 work with and networks are de-
signed for maximum RPC performance, the
majority of system and applications soft-
ware will be developed using these tools. As
to which system will win, the issue is far
from settled. For the time being it’s enough
to know that some important network tools
have arrived to help us be more effective in '
our work, and that they are finding industry-
wide support.

Brad Harrisonisafreelance writer based
in Fort Collins, Colo. He has worked in the
computer industry for five years.

Product Availability ]

This space is a contact reference for the third-party products listed in HP D&A news
reports and features. The publisher assumes no liability for errors or omissions.

ATC Response No. 200
5711 Slauson Ave, Suite 238, Culver City, CA 90230
Bering Industries ........c.ccue... Response No. 201
246 East Hacienda Ave., Campbell, CA 95008
Cadam Inc. wviinciisnesnnne Response No. 202
1935 N. Buena Vista St., Burbank, CA 91504
Cadence Design Systems ....... Response No. 203
555 River Oaks Pkwy, San Jose, Calif.95134

Compact Software Inc. ......... Response No. 204
483 McLean Blvd., Paterson, N.J. 07504
EEsof INC. uveceennncninisssensnsens Response No. 205

5795 Lindero Canyon Rd., Westlake Village,

CA 91362

Electrical Engineering Soft. .. Response No. 206
4675 Stevens Blvd., Santa Clara, CA 95051
Eyring Response No. 207
1455 West 820 North, Provo, UT 84601

Gateway Design Automation Response No. 208
2 Lowell Research Center Dr., Lowell, MA 01852-
4995

Laboratory Technologies . .... Response No. 209
400 Research Dr., Wilmington, MA 01887

LSI Logic ..ouecreerreccnnsensenne Response No. 210
1551 McCarthyBlvd., Milpitas, CA 95035
Mentor Graphics .....ccoeernencne Response No. 211
15220 N.W. Greenbrier Pkwy., Ste. 300,
Beaverton, OR 97006

Meta-Software ...........cceceseeens Response No. 212
50 Curtner Ave., Suite 16, Campbell, CA 95008

Mitsubishi Printers................ Response No. 213
520 Madison Ave., New York, N.Y.10022
Oracle Corp. Resp No. 214
20 Davis Dr., Belmont, CA 94002

Pinnacle Micro ........uvvrennene Response No. 215
15265 Alton Parkway, Irvine, CA 92718

PlotPro Inc ......cccveveveccuennns Response No. 216

2333-D Wirtcrest Ln., Houston, TX 77055

Selkosha ........ceecveninenrsesersensas Response No. 217
1111 Macarthur Blvd., Mahwah, N.J, 07430
Template Graphics ................ Response No. 218

9685 Scranton Rd., Suite 150, San Diego, CA 92121
TransEra .......vecnreverennae Response No. 219
3707 North Canyon Rd., Provo, Utah 84604
TYMIADS ...coerecivecrensnnsenressnsis Response No. 220
811 Barton Springs Rd., Austin, TX 78704

September 1 989



	ncs1
	ncs2
	ncs3
	ncs4
	ncs5

